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Abstract

The growing interest in reliable multi-party applications has
fostered widespread adoption of Byzantine Fault-Tolerant
(bft) consensus protocols. Existing bft protocols need f
more replicas than Paxos-style protocols to prevent equiv-
ocation attacks. trust-bft protocols seek to minimize this
cost by making use of trusted components at replicas.

This paper makes two contributions. First, we analyze the
design of existing trust-bft protocols and uncover three
fundamental limitations that preclude most practical deploy-
ments. Some of these limitations are fundamental, while
others are linked to the state of trusted components today.
Second, we introduce a novel suite of consensus protocols,
FlexiTrust, that attempts to sidestep these issues. We show
that our FlexiTrust protocols achieve up to 185% more
throughput than their trust-bft counterparts.
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1 Introduction

Byzantine Fault-Tolerant (bft) protocols allow multiple par-
ties to perform shared computations and reliably store data
without fully trusting each other; the system will remain cor-
rect even if a subset of participants behave maliciously [15,
36, 38, 41, 48, 87]. These protocols aim to ensure that all
the replicas reach consensus on the order of incoming client
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requests. These protocols are increasingly popular today,
with applications ranging from safeguarding replicated and
sharded databases [40, 72, 81], edge applications [39, 62], and
blockchain applications [7, 60, 85].
bft protocols tolerate a subset of participants behaving

arbitrarily: a malicious actor can delay, reorder or drop mes-
sages (omission faults); it can also send conflicting informa-
tion to participants (equivocation) [36]. As a result, bft con-
sensus protocols are costly: maintaining correctness requires
a minimum of 3f +1 participants, where f participants can be
malicious. This is in contrast to crash-fault tolerant protocols
(cft), where participants can fail only by crashing, therefore
requiring only 2f + 1 participants for correctness [49, 66].
To minimise this additional cost, some existing bft pro-

tocols leverage trusted components to curb the degree to
which participants can behave arbitrarily [26, 27, 50, 79]. A
trusted component provably performs a specific computa-
tion: incrementing a counter [51, 83], appending to a log [21],
or more advanced options like executing a complex algo-
rithm [45, 52, 75]. While there exists a large number of bft
protocols that leverage these trusted components [21, 51, 86]
(we refer to these protocol as trust-bft protocols for sim-
plicity), they all proceed in a similar fashion: they force each
replica to commit to a single order for each request by hav-
ing the trusted component sign each message it sends. In
turn, each trusted component either: (1) records the chosen
order for a client request in an append-only log, or (2) binds
this order for the request with the value of a monotonically
increasing counter. Committing to an order in this way al-
lows these protocols to remain safe with 2f + 1 replicas only,
bringing them in line with their cft counterparts.
While reducing replication cost is a significant benefit,

this paper argues that current trust-bft protocols place
too much trust in trusted components. Our analysis uncovers
three fundamental issues with existing trust-bft imple-
mentations: (i) limited responsiveness for clients, (ii) safety
concerns associated with trusted components, and (iii) in-
ability to perform multiple consensuses in parallel.
Responsiveness We observe that malicious replicas can

successfully prevent a client from receiving a response for
its transactions. While the transaction will still commit (con-
sensus liveness), the system will appear to clients as stalled
and thus appear non-responsive to clients. trust-bft proto-
cols allow a reduced quorum size of f +1 to commit a request.
As f of those may be malicious, only one honest replica is
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guaranteed to execute the operation. This is insufficient to
guarantee that a client will receive the necessary f +1match-
ing responses post operation execution to validate that the
response is indeed valid.

Loss of Safety under Rollback. Existing trust-bft protocols
consider an idealised model of trusted computation. They
assume that the trusted components cannot be compromised
and that their data remains persistent in the presence of a ma-
licious host. This assumption does not yet align with current
hardware functionality. A large number of these protocols
employ Intel SGX enclaves for trusted computing [13, 28, 78].
Unfortunately, SGX-based designs have been shown to suffer
from rollback attacks [43, 58, 84], and the solutions to miti-
gate these attacks lack practical deployments [30]. Hardware
enclaves that do provably defend against rollback attacks,
such as persistent counters [26] and TPMs [33], have pro-
hibitively high latencies (tens of milliseconds) [51, 56, 68].
Sequential Consensus. Existing trust-bft protocols are

inherently sequential as they require each outgoing message
to be ordered and attested by trusted components. While
recent work mitigates this issue by pipelining consensus
phases [28] or running multiple independent consensus in-
vocations [13], their performance remains fundamentally
limited by the RTT of each protocol phase. In fact, despite
their lower replication factor, we observe that trust-bft
protocols achieve lower throughput than traditional parallel
bft protocols [15, 38, 65, 81].

This paper argues that trust-bft protocols have targeted
the wrong metric: while reducing the replication factor to
2f + 1 may seem appealing from a resource efficiency or
management overhead standpoint, it, paradoxically, comes
at a significant performance cost as the lack of parallelism
and heavy reliance on trusted hardware hurts throughput
significantly. We propose a novel suite of consensus algo-
rithms (Flexible Trusted bft (FlexiTrust)), which address
the aforementioned limitations. These protocols are always
responsive and achieve high throughput as they (1) make
minimal use of trusted components (once per client operation
and at the primary replica only), and (2) support parallel con-
sensus invocations. Both these properties are made possible
by the ability to use large quorums (of size 2f +1) when using
3f + 1 replicas. Our techniques can be used to convert any
trust-bft protocol into a FlexiTrust protocol. We provide
as examples two such conversions: Flexi-BFT and Flexi-
ZZ, two protocols based on Pbft [15]/ MinBFT [83] and
Zyzzyva [48]/MinZZ [83], respectively. Flexi-BFT follows
a similar structure to Pbft, but requires one less communica-
tion phase. Flexi-ZZ is, we believe, of independent interest:
the protocol achieves consensus in a single linear phase with-
out using expensive cryptographic constructs such as thresh-
old signatures. Crucially, unlike the Zyzzyva and MinZZ
protocols, Flexi-ZZ continues to commit in a single-round
even when a single participant misbehaves, thus maintain-
ing high-throughput [23, 24, 38]. Further, Flexi-ZZ presents

a simplified view-change protocol than other single phase
consensus protocols, which prior works have illustrated is
notoriously complex and error-prone [2, 31].
We evaluate our FlexiTrust variants against five proto-

cols: three trust-bft and two bft systems. For fair eval-
uation, we implement these protocols on the open-source
ResilientDB fabric [37, 38, 65, 71]. Our evaluation on a real-
world setup of 97 replicas and up to 80 k clients shows that
our FlexiTrust protocols achieve up to 185% and 100%more
throughput than their trust-bft and bft counterparts, re-
spectively. Further, we show that our FlexiTrust protocols
continue outperforming these protocols even when repli-
cas are distributed across six locations in four continents.
The aforementioned results use SGX and are thus subject
to rollback attacks. When simulated with actual persistent
counters, we find that FlexiTrust’s minimal use of hard-
ware enclaves mitigates the cost of the required mechanisms
to prevent rollbacks. In summary, we make the following
four contributions:

• We identify a responsiveness issue in existing trust-
bft protocols when an honest replica faces temporary
message delays.

• We highlight that rollback attacks on trusted compo-
nents limit practical deployments.

• We observe that existing trust-bft protocols are in-
herently sequential. The lack of support for parallel
consensus invocations artificially limits throughput
compared to traditional bft prtoocols.

• We present FlexiTrust protocols: a novel suite of pro-
tocols that support concurrent consensus invocations
and require minimal access to the trusted components.

2 System model and notations

We adopt the standard communication and failure model
adopted by most bft protocols [15, 21, 35, 38, 65, 81], includ-
ing all existing trust-bft protocols [13, 21, 28, 83, 86].
We consider a replicated service S consisting of set of 𝑛

replicas R of which at most 𝑓 can behave arbitrarily. The
remaining 𝑛− 𝑓 are honest: they will follow the protocol and
remain live. We additionally assume the existence of a finite
set of clients C of which arbitrarily many can be malicious.
Similarly, we inherit standard communication assump-

tions: we assume the existence of authenticated channels (ma-
licious replicas can impersonate each other but no replica can
impersonate an honest replica) and standard cryptographic
primitives such as MACs and digital signatures (DS). We
denote a message𝑚 signed by a replica r using DS as ⟨𝑚⟩r.
We employ a collision-resistant hash function Hash(·) to map
an arbitrary value 𝑣 to a constant-sized digest Hash(𝑣). We
adopt the same partial synchrony model adopted in most
bft systems: safety is guaranteed in an asynchronous en-
vironment where messages can get lost, delayed, or dupli-
cated. Liveness, however, is only guaranteed during periods
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of synchrony [15, 21, 38, 81, 87]. Each replica only accepts a
message if it is well-formed. A well-formed message has a
valid signature and passes all the protocol checks.

We follow Schneider’s seminal work [77] to distinguish
between consensus and Replicated State Machine (Rsm). A
consensus protocol aims to order the operations among the
participants, whereas the correctness of an Rsm is not just
defined by the agreement but also that the response to a
client’s transaction 𝑇 is the result of applying each transac-
tion that precedes 𝑇 in order. This description allows us to
define the following guarantees:
Consensus Safety. If two honest replicas r1 and r2 order

a transaction 𝑇 at sequence numbers 𝑘 and 𝑘 ′, then
𝑘 = 𝑘 ′.

Consensus Liveness. If a honest replica commits 𝑇 , then
all honest replicas eventually commit 𝑇 .

Rsm Safety. Given a consensus order𝑂 of transactions and
a transacton𝑇 , the output of𝑇 is consistent with apply-
ing𝑇 after applying all the transactions in𝑂 according
to the semantic characterisation of the state machine.

Rsm Liveness. If a client sends a transaction 𝑇 , then it will
eventually receive a response for 𝑇 .

Most works assume that RSM safety and liveness implic-
itly follow from consensus safety/liveness. We separate these
properties to emphasise the need for f + 1 matching reads;
traditional consensus definitions often ignore the response
part of the request. We additionally assume that our repli-
cated service S includes a set of trusted components. These
trusted components offer the following abstraction:

Definition 1. A trusted component t is a cryptographically
secure entity, which has a negligible probability of being com-
promised by malicious adversaries. t provides access to a func-
tion foo() and, when called, always computes foo().

Existing trust-bft protocols assume that each replica
r ∈ R has access to a co-located trusted component. We
use the notation tr to denote the trusted component at the
“host” replica r. As tr computes foo() and tr cannot be
compromised by the host r, existing trust-bft protocols
claim integrity in the computation of foo().

3 Primer on bft Consensus

To highlight the limitations of trust-bft protocols, we first
explain bft consensus. To this effect, we summarize the
structure of Pbft-like systems, which represent most mod-
ern bft protocols today [31, 35, 37, 38, 48, 87]. For simplicity
of exposition, we focus specifically on Pbft [15].
Pbft adopts the system and communication model pre-

viously described and guarantees safety and liveness for
n = 3f + 1 replicas where at most f can be malicious. The
protocol follows a primary-backup model: one replica is
designated as the primary (or leader), while the remaining
replicas act as backups. At a high-level, all bft protocols

consist of two logical phases: an agreement phase where
replicas agree to commit a specific operation, and a second
durability phase where this decision will persist even when
the leader is malicious and replaced as part of a view-change
(view-changes are the process through which leaders are
replaced). For ease of understanding, we focus on explaining
the simplest failure-free run of Pbft.
Client Library. The input to any Rsm is a client request.

A client 𝑐 invokes the client side library when it wants the
Rsm to process its transaction 𝑇 . To do so, 𝑐 issues a signed
message ⟨𝑇 ⟩𝑐 to the library, which forwards the message to
the Rsm’s primary replica p. The client library at 𝑐 waits for
identical responses from f + 1 replicas before returning the
result r to 𝑐 . Waiting for f + 1 matching responses ensures
execution correctness as at least one honest replica vouches
to that result.

1. Pre-prepare. When the primary replica p receives a
well-formed client request𝑚, it assigns the corresponding
transaction a new sequence number𝑘 and sends a PrePrepare
message to all backups.

2. Prepare. When a replica r ∈ R receives, for the first
time, a well-formed PrePrepare message from p for a given
sequence number 𝑘 , r broadcasts to all other replicas a
Preparemessage agreeing to support this (sequence number,
transaction) pairing.

3. Commit. When a replica r receives identical Prepare
messages from 2f + 1 replicas, it marks the request 𝑚 as
prepared and broadcasts a Commit message to all replicas.
When a request is prepared, a replica has the guarantee that
no conflicting request𝑚′ for the same sequence number will
ever be prepared by this leader.

4. Execute. Upon receiving 2f + 1matching Commitmes-
sages, rmarks the request as committed and executable. Each
replica r executes every request in sequence number order:
the node waits until request for slot 𝑘 − 1 has successfully
executed before executing the transaction at slot 𝑘 . Finally,
r returns the result r of the operation to the client 𝑐 .

4 Trusted BFT Consensus

bft protocols successfully implement consensus, but at a
cost: they require a higher replication factor (3f + 1) than
their cft counterparts and, in turn, must process signifi-
cantly more messages (all of which must be authenticated
and whose signatures/MACs must be verified). Equivocation
is the primary culprit: a byzantine replica can tell one group
of honest replicas that it plans to order a transaction𝑇 before
transaction𝑇 ′, and tells another group of replicas that it will
order 𝑇 ′ before 𝑇 .
In a cft system, it is sufficient for quorums to intersect

in a single replica to achieve agreement. In bft systems,
quorums must instead intersect in one honest replica (or, in
other words, must intersect in at least f + 1 replicas).
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To mitigate this increased cost, trust-bft protocols make
use of trusted components (such as Intel SGX, AWS Nitro)
at each node [21, 22, 59]. Trusted components cannot, by
assumption, be compromised by malicious actors. They can
thus be used to prevent replicas from equivocating. In theory,
this should be sufficient to safely convert any bft protocol
into a cft system [22]. In practice, however, as we highlight
in this work, this process is less than straightforward.

4.1 Trusted Component Implementations

The easiest option is to run the full bft consensus inside
the trusted component [9, 32, 67, 69, 76, 82]. This approach
violates the principle of least privilege [54, 74].

Instead, existing protocols choose to put the smallest amount
of computation inside the trusted component, which bene-
fits by allowing custom hardware implementations that are
more secure [21, 51]. There are two primary approaches:
append-only logs, and monotonically increasing counters.
Careful use of these primitives allows prior work to reduce
the replication factor from 3f + 1 to 2f + 1.
Trusted Logs. trust-bft protocols like Pbft-EA [21]

and HotStuff-M [86] maintain, in each trusted component
tr, a set of append-only logs. Each log has an identifier (say
𝑞) and a set of slots. We refer to each slot using an identifier
𝑘 . Each trusted component tr offers the following API.

1. Append(𝑞, 𝑘𝑛𝑒𝑤, 𝑥) – Assume the last append to 𝑞-th
log of trusted component tr was at slot 𝑘 , then
• If 𝑘𝑛𝑒𝑤 = ⊥, no slot location is specified, tr sets 𝑘

to 𝑘 + 1 and appends the value 𝑥 to slot 𝑘 .
• If 𝑘𝑛𝑒𝑤 > 𝑘 , tr appends 𝑥 to slot 𝑘𝑛𝑒𝑤 and updates

𝑘 to 𝑘𝑛𝑒𝑤 . The slots in between can no longer be used.
2. Lookup(𝑞, 𝑘) – If there exists a value 𝑥 at slot 𝑘 in log

𝑞 of tr, it returns an attestation ⟨Attest(𝑞, 𝑘, 𝑥)⟩tr .
The Append function ensures that no two requests are ever
logged at the same slot; the Lookup function confirms this
fact with a digitally-signed assertion ⟨Attest(𝑞, 𝑘, 𝑥)⟩tr where
𝑘 is the log position and 𝑥 is the stored message.

Trusted Counters. A separate line of work further re-
stricts the scope of the trusted components. Rather than
storing an attested log of messages, it simply stores a set of
monotonically increasing counters [46, 83]. These counters
do not provide a Lookup function as they do not store mes-
sages. Instead, theAppend(𝑞, 𝑘𝑛𝑒𝑤, 𝑥) function, at the time of
invocation, returns the attestation proof ⟨Attest(𝑞, 𝑘, 𝑥)⟩tr ,
which states that the 𝑞-th counter updates its current value
𝑘 to 𝑘𝑛𝑒𝑤 and bounds the updated value 𝑘 to message 𝑥 .

These two designs are not mutually exclusive; protocols
like Trinc [51], Hybster [13] and Damysus [28] require
their trusted components to support both logs and counters,
where logs record the last few client requests.

4.2 trust-bft protocol

Existing trust-bft protocols expect that in a system of
n = 2f + 1 replicas at most f replicas are byzantine. Most

trust-bft [13, 21, 46, 51, 83, 86] follow a similar design,
based on the Pbft-EA [21] protocol. Pbft-EA is derived
from Pbft and makes use of a set of trusted logs.
Pbft-EA protocol steps. In the Pbft-EA protocol, tr

stores five distinct sets of logs (note that only two logs are
used in the failure-free case). When the primary p receives
a client request𝑚, it calls the Append(𝑞, 𝑘,𝑚) function to
assign𝑚 a sequence number 𝑘 . tp logs𝑚 in the 𝑞-th prepare
log and returns an attestation ⟨Attest(𝑞, 𝑘,𝑚)⟩tp , which
p forwards to all replicas along with the Preprepare mes-
sage. The existence of a trusted log precludes a primary from
equivocating and sending two conflicting messages𝑚 and𝑚′

for the same sequence number 𝑘 . When a replica r receives
a well-formed Preprepare message for slot 𝑘 , it creates a
Preparemessage𝑚′, and calls theAppend function on its tr
to log𝑚′. As a result, tr logs𝑚′ in its 𝑞-th prepare log and re-
turns an attestation ⟨Attest(𝑞, 𝑘,𝑚′)⟩tr , which r forwards
along with the Prepare message to all replicas.
Once r receives f + 1 identical Prepare messages from

distinct replicas (including itself), it declares the transac-
tion prepared. Following this, r repeats the process by cre-
ating a Commit message (say𝑚′′) and asking its tr to log
this message at slot 𝑘 in its 𝑞-th commit log. r broadcasts
the signed attestation ⟨Attest(𝑞, 𝑘,𝑚′′)⟩tr along with the
Commit message. Once r receives f + 1 matching commit
messages for𝑚 at slot 𝑘 , it marks the operation committed. r
executes𝑚 once it has executed the request at slot 𝑘 − 1 and
sends the result of execution (r). The client library returns r
to the client when it receives f + 1 identical responses.

MinBFT and MinZZ protocols. MinBFT [83] improves
over Pbft-EA by observing that the use of trusted compo-
nents makes the Commit phase redundant.MinBFT allows
a replica to mark transactions as committed once it receives
f+1 identical Preparemessages.MinZZ [83] makes a similar
observation to improve the Zyzzyva [48] protocol: it allows
replicas to speculatively execute an operation once they re-
ceive a Preprepare message from the primary. However,
unlike Zyzzyva where the client needs identical responses
from n = 3f + 1 replicas to mark its transaction as complete,
in MinZZ the client requires n = 2f + 1 responses. Both
MinBFT andMinZZ make use of trusted counters.
Checkpoints. Like bft protocols, trust-bft protocols

also periodically share checkpoints. These checkpoints re-
flect the state of a replica r’s trusted component tr and
enable log truncation. During the checkpoint phase, r sends
Checkpoint messages that include all the requests commit-
ted since the last checkpoint. If tr employs trusted logs, then
it also provides attestations for each logged request. If instead
tr employs only trusted counters, tr provides an attestation
on the current value of its counters. Each replica r marks
its checkpoint as stable if it receives Checkpoint messages
from f + 1 other replicas possibly including itself.

View Change. The existence of trusted logs/counters pre-
cludes the primary from equivocating, but it can still deny
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service and maliciously delay messages. The view-change
mechanism enables replicas to replace a faulty primary;
a view refers to the duration for which a specific replica
was leader. All trust-bft protocols provide such a mecha-
nism [21, 46]: a view change is triggered when f + 1 replicas
send a Viewchange message. Requiring at least f + 1 mes-
sages ensures that malicious replicas cannot alone attempt
to replace leaders. Similar to the common-case protocol, f +1
replicas must participate in every view-change quorum.

Unfortunately, we identify several limitations and perfor-
mance bottlenecks in all of the aforementioned protocols
(Figure 1), which we describe next.

5 Restricted Responsiveness

We first observe that current trust-bft protocols lack guar-
anteed client responsiveness: temporary delaying the mes-
sages of a single honest replica is sufficient to prevent a
client from receiving a result for its transaction until the
next checkpoint. For any production-scale system, RSM live-
ness (or client responsiveness, the point at which the client
receives a response to its operation) is as important a met-
ric as consensus liveness (the operation commitment at the
replica). Specifically, trust-bft protocols as currently im-
plemented guarantee that a quorum of 𝑓 + 1 replicas will
commit a request (consensus liveness), but do not guarantee
that sufficiently many honest replicas will actually execute
the request. These protocols cannot guarantee that the clients
will receive 𝑓 + 1 identical responses from distinct replicas
(Rsm liveness), which is the necessary threshold to validate
execution results. The ease with which such a Rsm liveness
(or client responsiveness) issue can be triggered highlights
the brittleness of current trust-bft approaches. We high-
light this issue usingMinBFT as an example, but, to the best
of our knowledge, the same problem arises with all existing
trust-bft protocols.
Claim 1. In a replicated system S of replicas R and clients
C, where |R | = n = 2f + 1, there exist an execution in which
Rsm liveness is not guaranteed

Proof. Assume a run of the MinBFT protocol (Figure 2). We
know that f of the replicas in R are malicious. We represent
them with set F . The remaining f + 1 replicas are honest.
Let us distribute them into two groups: 𝐷 and r, such that
|𝐷 | = f replicas and r be the remaining replica.
Assume that the primary p (view 𝑣) is malicious (p ∈ F )

and all replicas in F intentionally fail to send replicas in
𝐷 any messages. As is possible in a partially synchronous
system, we further assume that the Prepare messages from
the replica r to those in 𝐷 are temporarily delayed by an
amount greater than the view change timeout.

p sends a Preprepare message for a client 𝑐’s transaction
𝑇 to all replicas in F and to r. These f + 1 replicas are able
to prepare 𝑇 . All messages from replica r to those in 𝐷 are
temporarily delayed by an amount greater than the client

and view change timeouts. During this time, r is the only
honest replica to receive the transaction and reply to the
client 𝑐 as all the replicas in F fail to respond. Unfortunately,
the client needs f + 1 responses to validate the correctness
of the executed operation, and thus cannot make progress.
After its timeout expires, the client will inform to all the

replicas that it has not received sufficient responses for its
transaction 𝑇 . As replica r has successfully committed and
executed 𝑇 , it will simply reply back to 𝑐 . The f replicas in
𝐷 will wait for the leader to initiate consensus on 𝑇 . Having
not heard from the leader about 𝑇 , the f replicas in 𝐷 will
vote to trigger a view-change and will switch to view 𝑣 + 1.
Replica r will not agree to switch to view 𝑣 + 1 and cannot
trust the f replicas in 𝐷 nor the (potentially malicious) client.
Replicas in F will also not trigger a view-change.

Unfortunately, a view-change requires at least f + 1 votes
to proceed; otherwise, malicious replicas could stall system
progress by constantly triggering spurious view-changes.
The f replicas in 𝐷 will thus not successfully trigger a view-
change. To make matters worse, in all bft protocols, once a
replica votes to enter a new view (𝑣 + 1), it must, for safety,
discard any message it receives for view 𝑣 . As such, even
when the replicas in 𝐷 do in fact receive the delayed mes-
sages for𝑇 , they can no longer process them! In summary, in
this example, the system can no longer successfully execute
operations: the client will never receive enough matching
responses and no view-change can be triggered to address
this issue. □

This attack is not specific to MinBFT and applies to other
protocols like Pbft-EA, Trinc, CheapBFT, and Hybster as
they have similar consensus phases and commit rules. It also
applies to streamlined protocols HotStuff-M and Damysus
which frequently rotate primaries.

Weak Quorums. The smaller set of replicas in trust-bft
protocols triggers this responsiveness issue. In trust-bft
protocols, a quorum of f + 1 matching votes suffices to en-
force consensus safety as trusted components certify the
position of the transaction in the log and preclude equivoca-
tion. Unfortunately, these smaller quorums of f + 1 replicas
are insufficient to enforce RSM liveness in all current im-
plementations of trust-bft protocols. A quorum of f + 1
replicas only guarantees that one honest replica will commit,
execute 𝑇 , and reply to the client with the transaction result.
It does not guarantee that f + 1 replicas will reply to the
client with the transaction result, which is necessary for the
client library to validate the execution result and thus return
the correct answer to the client.

Existing trust-bft protocols can be modified to support
Rsm liveness, but at additional cost. This cost is often higher
than the 3f + 1 setup that they sought to improve on. There
are three ways to address this issue: checkpointing, added
latency, broadcasting.
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Replicas Trusted Liveness
as bft

Out-of-
Order Memory Only Primary

needs active TC Protocols

2f + 1
Log ✗ ✗ High ✗ Pbft-EA, HotStuff-M

Counter + Log ✗ ✗ Order of Log-size ✗ Trinc, Hybster, Damysus
Counter ✗ ✗ Low ✗ MinBFT, MinZZ, CheapBFT

3f + 1 Counter ✓ ✓ Low ✓ FlexiTrust (Flexi-BFT, Flexi-ZZ)

Figure 1. Comparing trust-bft protocols. From left to right: Col1: type of trusted abstraction; Col2: identical liveness
guarantees as bft protocols; Col3: support for out-of-order consensuses; Col4: amount of memory needed; and Col5: only
primary replica requires active trusted component. FlexiTrust are our proposals, which we present in this paper.
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Figure 2. Disruption in service inMinBFT protocol due to weak quorums in comparison to the Pbft protocol (Section 5).

1. Checkpointing. Periodic checkpoints will eventually
bring honest replicas up-to-date and disseminate the nec-
essary commit certificates. Unfortunately, this implies that
clients will incur latency that is directly dependent on the
checkpoint frequency (which tend to be relatively infre-
quent). Moreover, checkpoints require only f + 1 replicas
to participate, and thus may not immediately include the
necessary honest replica.

2. Added Latency. A replica could, upon executing the
transaction, include both the output and the commit certifi-
cate when replying to the client. Such a commit certificate
informs the client that its request is successfully committed,
but the client still needs matching responses from at least
f + 1 replicas. Client cannot make progress with just one
response because a malicious replica can always forward
a commit certificate with incorrect result of executing the
operation. The client could then, after a timeout, broadcast
the commit certificates to all other replicas, thus informing
them that the transaction is committed and can safely be
executed. The remaining honest replicas could then execute
the relevant operation and reply to the client library. Once
the client library receives f + 1 responses from replicas, it
could then finally return the result to the client. Clearly, this
approach introduces an additional round-trip (from 3 to 4 for
Pbft-EA) at a time when consensus protocols are concerned
about latency [81, 83]. As clients may not be located near
the Rsm replicas, the added latency may be significant. No-
tice that a malicious client may fail to forward the commit
certificates, further delaying the processing of subsequent
(honest) clients.

3. Broadcast.Alternatively, upon committing a transaction
𝑇 , replicas could systematically and preemptively broadcast
the commit-certificate for 𝑇 to other replicas in the system.
This additional all-to-all communication phase may cause a
significant throughput drop [87], especially when f is large.

What about 3f +1?Moving to 3f +1 and quorums of 2f +1
ensures that all committed operations will be committed at
f + 1 honest replicas, thus guaranteeing that the client will
receive f + 1 responses for all operations.

6 Lack of Safety under Rollbacks

Existing trust-bft protocols require some state to be per-
sisted on the trusted hardware, corresponding to the logged
requests or the counter values. These systems rely on this
property to guarantee safety. Despite any failures or attacks,
these protocols expect this state to remain uncorrupted and
available. Unfortunately, realizing this assumption in avail-
able implementations of trusted hardware is challenging.
Intel SGX enclaves, for instance, are the most popular plat-
form for trusted computing [9, 17, 70, 73], but can suffer
from power-failures and rollback attacks.While recent works
try to mitigate these attacks, they remain limited in scope
and have high costs [30]. Unfortunately, hardware that has
been shown to resist these attacks, such as SGX persistent
counter [26] or TPM [33], is prohibitively slow: they have
upwards of tens of milliseconds access latency and support
only a limited number of writes [26, 56, 68].
Persistent state, is, as we show below, necessary for cor-

rectness of trust-bft protocols; a rollback attack can cause
a node to equivocate. Once equivocation is again possible
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in a trust-bft protocol, a single malicious node can cause
a safety violation. To illustrate, we consider the following
run of the MinBFT protocol. Let F be the set of f Byzantine
replicas, 𝐷 and𝐺 a set of respectively f and 1 honest replicas.
Assume that the primary p is byzantine and all replicas

in F intentionally fail to send replicas in 𝐷 any messages.
As is possible in a partially synchronous system, we further
assume that the Prepare messages from the replica in 𝐺 to
those in 𝐷 are temporarily delayed by an amount greater
than the client and view change timeouts. p asks its trusted
component to generate an attestation for a transaction 𝑇 to
be ordered at sequence number 1. Following this, p sends a
Preprepare message for 𝑇 to all replicas in F and 𝐺 . These
f + 1 replicas are able to prepare 𝑇 , and they execute 𝑇 and
reply to the client. As a result, the client receives f + 1 iden-
tical responses and marks 𝑇 complete. Now, assume that the
byzantine primary p rollbacks the state of its trusted compo-
nent tp. Following this, p ask its tp to generate an attestation
for a transaction 𝑇 ′ to be ordered at sequence number 1.
Next, p sends a Preprepare message for 𝑇 ′ to all replicas
in 𝐷 . Similarly, these replicas will be able to prepare and
execute 𝑇 ′ and the client will receive f + 1 responses. There
is a safety violation as replicas in 𝐷 and 𝐺 have executed
two different transactions at the same sequence number.
How can we solve this? The straightforward approach

is to replace all vulnerable enclave accesses with TPMs or
persistent counters.While this solutionmay become viable in
the future, we highlight in Figure 8 that it is still impractical.
What about 3f+1? We propose a set of protocols that,

by increasing the replication factor to 3f + 1, reduce this
overhead significantly: they limit the use of TPMs to once per
transaction (O(n) times for current trust-bft protocols).

7 Lack of Parallelism

trust-bft protocols are inherently sequential: they order
client requests one at a time and cannot support parallel
consensus invocations. Pipelining consensus phases can mit-
igate the performance impact of this approach: it allows for
the Preprepare phase of transaction 𝑖+1 to begin directly after
the Preprepare phase of 𝑖 (similarly for Prepare and Commit).
Pipelining does not address the root cause of the problem:
the sequentiality of trust-bft consensus protocols creates
an artificial throughput bound on the throughput they can
achieve (batch size / (number phases × RTT)). This is in di-
rect contrast to traditional bft protocols which are parallel
in nature: replicas can attempt to commit transaction 𝑖 + 1
concurrently with transaction 𝑖 . As such, their throughput is
bound by the available resources in the system. Sequential
consensus protocols also perform poorly in the WAN-area
as their throughput is directly proportional to phase latency.
Hybster [13] attempts to mitigate this issue by allowing
each of the n replicas to act as a primary in parallel, but each
associated consensus invocation remains sequential.

To illustrate why trust-bft protocols cannot run two
instances of consensus in parallel, we assume the following
run of MinBFT. Assume that the primary p allows consensus
invocations of transactions𝑇𝑖 and𝑇𝑗 (𝑖 < 𝑗 ) to proceed in par-
allel. This implies that a replica r may receive Preprepare
message for 𝑇𝑗 before 𝑇𝑖 . On receiving a message, r calls the
Append function to access its tr. In this example, r would
call Append on 𝑇𝑗 (before 𝑇𝑖 ) and will receive an attestation
⟨Attest(𝑞, 𝑗,𝑇𝑗 )⟩tr , confirming that the counter value was
updated to 𝑗 and 𝑇𝑗 was assigned the value 𝑗 , which it will
forward to all the replicas.When r then receives Preprepare
message for𝑇𝑖 , its attempt to call theAppend function would
fail. Its tr ignores this message as 𝑖 < 𝑗 and tr cannot pro-
cess a lower sequence number request. The consensus for
𝑇𝑖 will not complete, stalling progress. Similar issues arise
for other trust-bft protocols when attempts are made to
parallelize their consensus.
What about 3f + 1? By increasing the replication factor

back to 3f + 1, we can design a protocol that has higher
throughput per replica than the 2f + 1 approach (Figure 6(ii)).
In this setup, only the leader needs to invoke trusted hard-
ware to order transactions, replicas no longer do. This per-
mits replicas to process transactions in parallel.

8 FlexiTrust Protocols

The previous sections highlighted several significant limi-
tations with existing trust-bft approaches, all inherited
from their lower replication factor. In this section, we make
two claims: (i) 2f + 1 is simply not enough: it either impacts
responsiveness or requires an extra phase of all-to-all com-
munication (§5); it requires the use of slow persistent trusted
counters for every message (§6); and it sequentializes consen-
sus decisions(§7). (ii) Trusted components are still beneficial
to bft consensus if used with 3f + 1 replicas as they can be
used to reduce either the number of phases or the communi-
cation complexity. To this effect, we present FlexiTrust, a
new set of bft consensus protocols that make use of trusted
components. These protocols satisfy both the Rsm and con-
sensus safety/liveness conditions described in Section 4, and,
through the use of 3f + 1 replicas, achieve the following
appealing performance properties:

(G1) Parallel Consensus. FlexiTrust protocols allow
replicas to process consensus invocations concurrently.

(G2) Minimal Trusted Component Use. FlexiTrust
protocols require accessing a single trusted component per
transaction rather than one per message. This is especially
important when using TPMs or persistent counters as the
counter/logging service to preclude rollback attacks.

(G3) No Trusted Logging. Moreover, FlexiTrust proto-
cols maintain low memory utilization at trusted components
as they do not require trusted logging.
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8.1 Designing a FlexiTrust protocol

We make three modifications to trust-bft protocols. To-
gether, these steps are sufficient to achieve significantly
greater performance, and better reliability.
First, we modify the Append functionality. Recall that

the participants use this function to bind a specific message
with a counter value. The value of this counter can be sup-
plied by the replica but must increase monotonically; no
two messages can be bound to the same value. We restrict
this function to preclude replicas from supplying their own
sequence number, and instead have the trusted component
increment counters internally, thus ensuring that counter
values will remain contiguous.
AppendF(𝑞, 𝑥) – Assume the 𝑞-th counter of tr has value

𝑘 . This function increments 𝑘 to 𝑘+1, associates 𝑘 with
message𝑥 , and returns an attestation ⟨Attest(𝑞, 𝑘, 𝑥)⟩tr
as a proof of this binding.

This change is necessary to support parallel consensus in-
stances efficiently: while multiple transactions can be or-
dered in parallel, the execution of these transactions must
still take place in sequence number order. Existing Append
functionality allows a Byzantine replica to either stall the
system’s progress, or exhaust the defined range of sequence
numbers by issuing a sequence number that is far in the
future. As a consequence, honest replicas are forced to fre-
quently trigger view changes to "fill" the gapwith no-ops [15]
and update high and low watermark range.
Create(𝑘) – Creates a new counter with identifier 𝑞 and

initial counter value 𝑘 , such that no previous counter
has an identifier 𝑞. This function also returns an attes-
tation ⟨Attest(𝑞, 𝑘)⟩tr .

We additionally make use of the standard functionality of
creating new counters [26, 51]. This function helps the new
primary (post view change) to re-start consensus on previ-
ously proposed requests. For each new counter that a replica
creates, it has to share a certificate (attestation) that proves
the newness of this counter.
Second, we ensure that only the leader (not the replicas)

need to invoke a trusted counter. All other participants sim-
ply validate the trusted counter’s signature when receiving
a message from the primary. Specifically, upon receiving a
client request𝑚 := 𝑇 , the primary invokes AppendF(𝑞,𝑚)
to bind a unique counter value 𝑘 to𝑚 and returns an attes-
tation ⟨Attest(𝑞, 𝑘,𝑚)⟩tp . The primary then forwards this
attestation as part of its first consensus phase. This allows
replicas to process transactions in parallel; once the transac-
tions have been assigned a sequence number at the leader
(using AppendF), replicas can process them out-of-order and
thus in parallel.

Finally, we increase the quorum size necessary to proceed
to the next phase of consensus to 2f + 1. This higher quorum
size guarantees that any two quorums will intersect in at
least f + 1 distinct replicas (and thus in one honest replica).

Initialization:

// 𝑞 be the latest counter with value 𝑘 .
// 𝑣 be the view-number, determined by the identifier of primary.

Client-role (used by client 𝑐 to process transaction𝑇 ) :
1: Sends ⟨𝑇 ⟩𝑐 to the primary p.
2: Awaits receipt of messages Response( ⟨𝑇 ⟩𝑐 , 𝑘, 𝑣, 𝑟 ) from f + 1 replicas.
3: Considers𝑇 executed, with result 𝑟 , as the 𝑘-th transaction.

Primary-role (running at the primary p) :
4: event p receives ⟨𝑇 ⟩𝑐 do

5: Calculate digest Δ := Hash( ⟨𝑇 ⟩𝑐 ) .
6: {𝑘, 𝜎 } := AppendF(𝑞,Δ)
7: Broadcast Preprepare( ⟨𝑇 ⟩𝑐 ,Δ, 𝑘, 𝑣, 𝜎) .

Non-Primary Replica-role (running at the replica r) :
8: event r receives Preprepare( ⟨𝑇 ⟩𝑐 ,Δ, 𝑘, 𝑣, 𝜎) from p such that:

• Message is well-formed and attestation 𝜎 is valid.
• r did not accept a 𝑘-th proposal from p.

do

9: Broadcast Prepare(Δ, 𝑘, 𝑣, 𝜎) .

Replica-role (running at any replica r) :
10: event r receives Prepare(Δ, 𝑘, 𝑣, 𝜎) messages from 2f + 1 replicas such that:

all the messages are well-formed and identical. do
11: if r has executed transaction with sequence number 𝑘 − 1 ∧ 𝑘 > 0 then
12: Execute𝑇 as the 𝑘-th transaction.
13: Let 𝑟 be the result of execution of𝑇 (if there is any result).
14: Send Response( ⟨𝑇 ⟩𝑐 , 𝑘, 𝑣, 𝑟 ) to 𝑐 .
15: else

16: Place𝑇 in queue for execution.

Trusted-role (running at the trusted component tp) :
17: event tp is accessed through AppendF(𝑞,Δ) do
18: Increment 𝑞-th counter; 𝑘 := 𝑘 + 1
19: 𝜎 := Generate attestation ⟨Attest(𝑞, 𝑘,Δ) ⟩tp .
20: Return {𝑘, 𝜎 }.

Figure 3. Flexi-BFT protocol (failure-free path).

Forcing an honest replica to be part of every quorum makes
the need for accessing a trusted counter redundant as this
replica will, by definition, never equivocate.

8.2 Case Study: Flexi-BFT

We apply our transformations to MinBFT [83], a two-
phase trust-bft protocol that makes use of trusted counters.
MinBFT requires one less phase than Pbft and Pbft-EA
(two-phases total): as the primary cannot equivocate, it is
safe to commit a transaction inMinBFT after receiving f + 1
Prepare messages. Note that, in its current form,MinBFT
does not guarantee consensus liveness (§ 5) and would need
an extra phase to do so. Flexi-BFT, the new protocol that
we develop, preserves this property, but remains responsive
and makes minimal use of trusted components (once per
consensus). The view-change and checkpointing protocols
remain identical to the Pbft view-change, we do not discuss
them in detail here. We include pseudocode in Figure 3.

As stated, Flexi-BFT consists of two phases. Upon receiv-
ing a transaction 𝑇 , the primary p of view 𝑣 requests its
trusted component to generate an attestation for 𝑇 . This
attestation ⟨Attest(𝑞, 𝑘,𝑚)⟩tp states that 𝑇 will be ordered
at position 𝑘 (Line 6, Figure 3). The primary broadcasts a
Preprepare with this proof to all replicas. When a replica
r receives a valid Preprepare message in view 𝑣 , it marks
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the transaction 𝑇 as prepared. Prepared transactions have
the property that no conflicting transaction has been pre-
pared for the same counter value in the same view. In the
Pbft protocol, an additional round is necessary to mark mes-
sages as prepared, as replicas can equivocate. The replica
r then broadcasts a Prepare message in support of 𝑇 and
includes the attestation. When r receives Prepare messages
from 2f + 1 distinct replicas in the same view, it marks 𝑇
as committed. r will execute 𝑇 once all transactions with
sequence numbers smaller than 𝑘 have been executed. The
client marks 𝑇 as complete when it receives matching re-
sponses from f + 1 replicas.

Replicas initiate the view-change protocol when they sus-
pect that the primary has failed. As stated previously, the
view-change logic is identical to the Pbft view-change; we
only describe it here briefly. A replica in view 𝑣 enters the
view change by broadcasting a ViewChange message to
all replicas. Each ViewChange message sent by a replica
r includes all the valid prepared and committed messages
received by r with relevant proof (the trusted component at-
testation for the Prepreparemessage and the 2f+1 Prepare
messages for committed messages). The new primary starts
the new view if it receives ViewChangemessage from 2f +1
replicas for view 𝑣 + 1.

8.3 Case Study: Flexi-ZZ

We now transformMinZZ [83] into our novel Flexi-ZZ pro-
tocol. MinZZ follows the design proposed by Zyzzyva [48].
Zyzzyva introduces a bft consensus with a single-phase
fast-path (when all replicas are honest and respond) and a
two-phase slow-path. MinZZ uses trusted counters to re-
duce the replication factor from 3f + 1 to 2f + 1. The cost
of transformingMinZZ to Flexi-ZZ is that, once again, we
use 3f + 1 replicas. However, there are several benefits (1)
Flexi-ZZ can always go fast-path as it only requires n − f
matching responses (compared to the n for bothMinZZ and
Zyzzyva). This helps improve performance under byzan-
tine attacks, which past work has demonstrated is an issue
for Zyzzyva [23, 24, 38]. (2) Flexi-ZZ minimizes the use of
trusted components: a single access to a trusted counter is
required at the primary per consensus invocation. (3) Flexi-
ZZ’s view-change is significantly simpler than Zyzzyva’s
view-change. View-change protocols are notorious complex
and error-prone [2, 31] to design and implement; a simple
view-change protocol thus increases confidence in future
correct deployments and implementations. We present pseu-
docode in Figure 4.
Common Case. A client 𝑐 submits a new transaction

𝑇 by sending a signed message ⟨𝑇 ⟩𝑐 to the primary p. The
primary p invokes the AppendF(𝑞,𝑚) function, binding the
transaction to a specific counter value 𝑘 and returning an
attestation ⟨Attest(𝑞, 𝑘,𝑚)⟩tp as proof. This step prevents
p from assigning the same sequence number 𝑘 to two con-
flicting messages𝑚 and𝑚′. The primary then forwards this

Initialization: // 𝑞 be the latest counter with value 𝑘 .

Client-role (used by client 𝑐 to process transaction𝑇 ) :
1: Sends ⟨𝑇 ⟩𝑐 to the primary p.
2: Awaits receipt of messages Response( ⟨𝑇 ⟩𝑐 , 𝑘, 𝑣, 𝑟 ) from 2f + 1 replicas.
3: Considers𝑇 executed, with result 𝑟 , as the 𝑘-th transaction.

Primary-role (running at the primary p of view 𝑣) :
4: event p receives ⟨𝑇 ⟩𝑐 do

5: Calculate digest Δ := Hash( ⟨𝑇 ⟩𝑐 ) .
6: {𝑘, 𝜎 } := AppendF(𝑞,Δ)
7: Broadcast𝑚 := Preprepare( ⟨𝑇 ⟩𝑐 ,Δ, 𝑘, 𝑣, 𝜎) .
8: Execute(𝑚).

Non-Primary Replica-role (running at the replica r) :
9: event r receives𝑚 := Preprepare( ⟨𝑇 ⟩𝑐 ,Δ, 𝑘, 𝑣, 𝜎) from p such that:

• Message is well-formed and attestation 𝜎 is valid.
• r did not accept a 𝑘-th proposal from p.

do

10: Execute(𝑚).

Trusted-role (running at the trusted component tp) :
11: event tp is accessed through AppendF(𝑞,Δ) do
12: Increment 𝑞-th counter; 𝑘 := 𝑘 + 1
13: 𝜎 := Generate attestation ⟨Attest(𝑞, 𝑘,Δ) ⟩tp .
14: Return {𝑘, 𝜎 }.

15: function Execute (message:𝑚)
16: if r has executed transaction with sequence number 𝑘 − 1 ∧ 𝑘 > 0 then
17: Execute𝑇 as the 𝑘-th transaction.
18: Let 𝑟 be the result of execution of𝑇 (if there is any result).
19: Send Response( ⟨𝑇 ⟩𝑐 , 𝑘, 𝑣, 𝑟 ) to 𝑐 .
20: else

21: Place𝑇 in queue for execution.

Figure 4. Flexi-ZZ protocol (common-case).

attestation along with the transaction to all replicas. Repli-
cas, upon receiving this message, execute the transaction
in sequence order, and reply directly to the client with the
response. The client marks the transaction𝑇 complete when
it receives 2f + 1 identical responses in matching views.

View Change. If the client does not receive 2f + 1 match-
ing responses, it re-broadcasts its transaction to all replicas;
the primary may have been malicious and failed to forward
its request. Upon receiving this broadcast request, a replica
either (1) directly sends a response (if it has already executed
the transaction𝑇 ) or, (2) forwards the request to the primary
and starts a timer. If the timer expires before the replica re-
ceives a Prepreparemessage for𝑇 , it initiates a view-change.
Specifically, the replica enters view 𝑣 + 1, stops accepting
any messages from view 𝑣 , and broadcasts a ViewChange
message to all replicas. ViewChange messages include all
requests for which r has received a Preprepare message.

Upon receiving ViewChange messages from 2f + 1 repli-
cas in view 𝑣 + 1, the replica designated as the primary for
view 𝑣 + 1 (say p′) creates a NewView message and broad-
casts it to all replicas. This message includes: (1) the set of
ViewChangemessages received by the primary as evidence,
and (2) the (sorted-by-sequence-number) list of transactions
that may have committed. The primary p′ creates a new
trusted counter and sets it to the transaction with the lowest
sequence number. p′ then re-proposes all transactions in this
list, proposing specific no-op operations when there is a gap
in the log between two re-proposed transactions.
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To re-propose these transactions, the primary proceeds in
the standard fashion: it accesses its trusted counter, obtains
a unique counter value (setting the counter to the transac-
tion with the lowest sequence number ensures that sequence
numbers remain the same across views), and broadcasts the
transaction and its attestation as part of a new Preprepare
message. This mechanism guarantees that all transactions
that could have been perceived by the client as commit-
ted (the client receiving 2f + 1 matching replies) will be
re-proposed in the same order: for the client to commit an
operation, it must receive 2f +1matching votes; one of those
those votes is thus guaranteed to appear the NewView mes-
sage. Transactions that were executed by fewer than 2f + 1
replicas, on the other hand, may not be included in the new
view, which may force some replicas to rollback.

9 Proofs

We first prove that in FlexiTrust protocols, no two hon-
est replicas will execute two different requests at the same
sequence number.

Theorem 2. Let r𝑖 , 𝑖 ∈ {1, 2}, be two honest replicas that
executed ⟨𝑇𝑖⟩𝑐𝑖 as the 𝑘-th transaction of a given view 𝑣 . If
n = 3f + 1, then ⟨𝑇1⟩𝑐1 = ⟨𝑇2⟩𝑐2 .

Proof. Replica r𝑖 only executed ⟨𝑇𝑖⟩𝑐𝑖 after r𝑖 received a well-
formed Preprepare message (Preprepare(⟨𝑇 ⟩𝑐 ,Δ, 𝑘, 𝑣, 𝜎))
from the primary p. This message includes an attestation
𝜎 = ⟨Attest(𝑞, 𝑘,Δ)⟩tp from tp, which we assume can-
not be compromised. Let 𝑆𝑖 be the replicas that received
Preprepare message for ⟨𝑇𝑖⟩𝑐𝑖 . Let 𝑋𝑖 = 𝑆𝑖 \ F be the hon-
est replicas in 𝑆𝑖 . As |𝑆𝑖 | = 2f + 1 and |F | = f , we have
|𝑋𝑖 | = 2f + 1− f . An honest replica in𝑇𝑖 will only execute the
𝑘-th transaction in view 𝑣 if it has an attestation from the
trusted component at the primary. If ⟨𝑇1⟩𝑐1 ≠ ⟨𝑇2⟩𝑐2 , then 𝑋1
and𝑋2 must not overlap as the trusted component will never
assign them the same sequence number. Hence, |𝑋1 ∪ 𝑋2 | ≥
2(2f + 1 − f). This simplifies to |𝑋1 ∪ 𝑋2 | ≥ 2f + 2, which
contradicts n = 3f +1. Thus, we conclude ⟨𝑇1⟩𝑐1 = ⟨𝑇2⟩𝑐2 . □

Next, we show that both Flexi-BFT and Flexi-ZZ guaran-
tee a safe consensus.

Theorem 3. In a system S = {R, C} where |R | = n = 3f + 1,
Flexi-BFT protocol guarantees a safe consensus.

Proof. If the primary p is honest, then from Theorem 2, we
can conclude that no two replicas will execute different trans-
actions for the same sequence number. This implies that all
the honest replicas will execute the same transaction per
sequence number. If a transaction is executed by at least
f + 1 honest replicas, then it will persist across views as in
any view-change quorum of 2f + 1 replicas, there will be
one honest replica that has executed this request and has
a valid Preprepare message and 2f + 1 Prepare messages
corresponding to this request.

If the primary p is byzantine, it can only prevent broad-
casting the Preprepare messages to a subset of replicas. p
cannot equivocate as it does not assign sequence numbers.
For each transaction 𝑇 , p needs to access its tp, which re-
turns a sequence number 𝑘 and an attestation that binds 𝑘
to 𝑇 . Further, Theorem 2 proves that for a given view, no
two honest replicas will execute different transactions for
the same sequence number. So, a byzantine p can send the
Preprepare for 𝑇 : (i) to at least 2f + 1 replicas, or (ii) to less
than 2f + 1 replicas. In either cases, any replica r that re-
ceives 𝑇 will send the Prepare message. If r receives 2f + 1
Prepare messages, it will execute 𝑇 and reply to the client.
Any remaining replica that did not receive 𝑇 will eventually
timeout waiting for a request and trigger a ViewChange.
If at least f + 1 replicas timeout, then a ViewChange will
take place. If 𝑇 was prepared by at least f + 1 honest repli-
cas, then this request will be part of the subsequent view.
Otherwise, the subsequent view may or may not include 𝑇 .
But this should not be an issue because such a transaction
was not executed by any honest replica; no replica would
have received 2f + 1 Prepare messages. Hence, system is
safe even if this transaction is forgotten.
Each new view 𝑣 + 1 is led by a replica with identifier

𝑖 , where 𝑖 = (𝑣 + 1) mod n. The new primary waits for
ViewChange messages from 2f + 1 replicas, uses these mes-
sages to create aNewViewmessage, and forwards these mes-
sages to all the replicas. This NewView message includes
a list of requests for each sequence number present in the
ViewChange message. The new primary needs to set its
counter to the lowest sequence number of this list (may need
to create a new counter). Post sending the NewView mes-
sage, the new primary re-proposes the Preprepare message
for each request in the NewView. Each replica on receiving
the NewView message can verify its contents. □

Theorem 4. In a system S = {R, C} where |R | = n = 3f + 1,
Flexi-ZZ protocol guarantees a safe consensus.

Proof. If the primary p is honest, then from Theorem 2, we
can conclude that no two replicas will execute different trans-
actions for the same sequence number. This implies that all
the honest replicas will execute the same transaction per
sequence number. If a transaction is executed by at least f +1
honest replicas, then it will persist across views as in any
view-change quorum of 2f + 1 replicas, there will be one
honest replica that has executed this request and has a valid
Preprepare message.
If the primary p is byzantine, it can only prevent broad-

casting the Preprepare messages to a subset of replicas. p
cannot equivocate as it does not assign sequence numbers.
For each transaction 𝑇 , p needs to access its tp, which re-
turns a sequence number 𝑘 and an attestation that binds 𝑘
to 𝑇 . Further, Theorem 2 proves that for a given view, no
two honest replicas will execute different transactions for
the same sequence number. So, a byzantine p can send the
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Preprepare for 𝑇 : (i) to at least 2f + 1 replicas, or (ii) to less
than 2f + 1 replicas. In either cases, any replica that receives
𝑇 will execute it and reply to the client, while the remaining
replicas will eventually timeout waiting for a request and
trigger a ViewChange. If at least f +1 replicas timeout, then
a ViewChange will take place. If𝑇 was executed by at least
f + 1 honest replicas, then this request will be part of the
subsequent view. Otherwise, the subsequent view may or
may not include 𝑇 . In such a case, any replica that executed
𝑇 would be required to rollback its state. However, for any
request if the client receives 2f + 1 responses, it will per-
sist across views because at least f + 1 honest replicas have
executed that request.
Each new view 𝑣 + 1 is led by a replica with identifier

𝑖 , where 𝑖 = (𝑣 + 1) mod n. The new primary waits for
ViewChange messages from 2f + 1 replicas, uses these mes-
sages to create aNewViewmessage, and forwards these mes-
sages to all the replicas. This NewView message includes
a list of requests for each sequence number present in the
ViewChange message. The new primary needs to set its
counter to the lowest sequence number of this list (may need
to create a new counter). Post sending the NewView mes-
sage, the new primary re-proposes the Preprepare message
for each request in the NewView. Each replica on receiving
the NewView message can verify its contents. □

10 Evaluation

The goal of our evaluation is to gauge how our FlexiTrust
protocols fare against their trust-bft and bft counterparts.
To do so, we ask three core questions. (1) How do our Flex-
iTrust protocol perform and scale? (§10.4 to §10.7) (2) What
is the impact of failures? (§10.8) (3) How will these protocols
behave as hardware technology evolves? (§10.9 and §10.10)

10.1 Implementation

We use the open-source ResilientDB fabric to implement
all the consensus protocols [35, 37, 38, 65]. ResilientDB
supports all standard bft optimizations, including multi-
threading at each replica and both client and server batching.
The system relies on CMAC forMAC, ED25519 for DS-based
signatures and SHA-256 for hashing.
SGX Enclaves. We use Intel SGX for Linux [26] to im-

plement the abstraction of a trusted component at each
replica. Specifically, we implement multiple monotonically
increasing counters inside each enclave, which can be con-
currently accessed by multiple threads through the func-
tion GetSequenceNo(<counter-id>). This API call returns
an attestation that includes the latest value of the specific
counter and a DS that proves that this counter value was
generated by the relevant trusted component. To highlight
the potential of trusted components under the 3f + 1 regime,
we implement counters inside of the SGX enclave instead of
leveraging Intel SGX Platform Services for trusted counters
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Figure 5. Impact of trusted counter (TC) and signature attestations
(SA) on Pbft. [a] Standard Pbft protocol. [b] Primary (P) requires
TC in Preprepare phase (Prep). [c] P requires TC and SA in Prep. [d]
P requires TC and SA in all three phases. [e] All replicas require TC
in Prep. [f] All replicas require TC and SA in Prep. [g] All replicas
require TC and SA in all three phases.

as they have prohibitively high latency and are not available
on most cloud providers. All protocols (including baselines
and FlexiTrust protocols) are thus subject to rollback at-
tacks in the current experimental setup. We highlight the
trade-offs associated with the choice of trusted hardware in
Section 10.9.

10.2 Evaluation Setup

We compare our FlexiTrust protocols against eight base-
lines: (i) Pbft [15], available with ResilientDB, as it outper-
forms the BFTSmart’s [14] implementation, which is single-
threaded and sequential [35, 38, 65, 81]; (ii) Zyzzyva [48],
a linear single phase bft protocol where client expects re-
sponses from all the 3f + 1 replicas; (iii) Pbft-EA [21], a
three phase trust-bft protocol; (iv) MinBFT [83], a two
phase trust-bft protocol; (v) MinZZ [83], a linear single
phase trust-bft protocol where client expects responses
from all the 2f + 1 replicas; and (vi) Opbft-ea, a variation
of Pbft-EA we develop that supports parallel consensus in-
vocations. (vii) oFlexi-BFT and (viii) oFlexi-ZZ , variations
of Flexi-BFT and Flexi-ZZ with no parallel consensus in-
vocations. In all these protocols, we enable pipelining. We
parallelize cryptographic computations in all the protocols.
We do not compare against streamlined bft protocols such
as Hotstuff [87] or Damysus [28], as their chained nature
precludes concurrent consensus invocations.

We use the Oracle Cloud Infrastructure (OCI) and deploy
up to 97 replicas on VM.Standard.E3.Flex machines (16 cores
and 16GiB RAM) with 10GiB NICs. Unless explicitly stated,
we use the following setup: each system supports up to f = 8
Byzantine replicas. We intentionally choose a higher f to
maximize the potential cost of increasing the replication
factor to 3f +1. Clients run in a closed-loop; each experiment
runs for 180 seconds (60 seconds warmup/cooldown) and we
report average throughput/latency over three runs.We adopt
the popular Yahoo Cloud Serving Benchmark (YCSB), [25,
29, 38, 42]. YCSB generates key-value store operations that
access a database of 600 k records.



EuroSys ’23, May 8–12, 2023, Rome, Italy Suyash Gupta†, Sajjad Rahnama, Shubham Pandey, Natacha Crooks†, Mohammad Sadoghi

Pbft-EA MinBFT MinZZ Opbft-ea Flexi-BFT Flexi-ZZ Pbft Zyzzyva oFlexi-BFT oFlexi-ZZ

0 0.2 0.4 0.6 0.8 1 1.2 1.40

40K

80K

120K

160K

Latency (s)

Th
ro
ug

hp
ut

(tx
n/

s)
(i) Throughput vs. Latency

4 8 16 24 320

40K

80K

120K

160K

200K

Number of Replicas (in f)

Th
ro
ug

hp
ut

(tx
n/

s)

(ii) Scalability (Throughput)

4 8 16 24 320.0

0.5

1.0

1.5

Number of Replicas (in f)

La
te
nc
y
(s)

(iii) Scalability (Latency)

10 100 500 1000 50000

40K

80K

120K

160K

200K

Batch size

Th
ro
ug

hp
ut

(tx
n/

s)

(iv) Batch Size (Throughput)

10 100 500 1000 50000.0

0.5

1.0

1.5

Batch size

La
te
nc
y
(s)

(v) Batch Size (Latency)

1 2 3 4 5 60

20K

40K

60K

Number of Regions

Th
ro
ug

hp
ut

(tx
n/

s)

(vi) Regions (Throughput)

1 2 3 4 5 60.0

0.2

0.4

0.6

0.8

1.0

1.2

Number of Regions

La
te
nc
y
(s)

(vii) Regions (Latency)

Figure 6. Throughput results as a function of number of clients, number of replicas, batch size and cross-site latency. We set
the number of replicas in f as for bft and FlexiTrust protocols n = 3f + 1 and for trust-bft and Opbft-ea n = 2f + 1.

10.3 Trusted Counter Costs. In Figure 5, we quantify
the costs of accessing trusted counters. To do so, we run
a Pbft implementation with a single worker-thread. Bar
[a] represent our baseline implementation; we report peak
throughput numbers for each setup. Throughput degradation
occurs when the primary replica needs to access the trusted
component (Bar [b]). This degradation accelerates when
the primary replica requires trusted component to perform
signature attestations (Bar [c]), and needs to perform these
operations during each phase of consensus (Bar [d]). The
drop in throughput from [a] to [d] is nearly 2×. Bars [e] to
[g] extend the use of trusted components to non-primary
replicas. The system is already bottlenecked at the primary
replica (it must process more messages than replicas); this
change thus has no impact on performance

10.4 Throughput Results. In Figure 6(i), we increase
the number of clients from 4 k to 80 k and report on latency
and throughput. Pbft-EA achieves the lowest throughput
as it requires three phases for consensus and disallows par-
allel consensus invocations. The reduced replication factor
of 2f + 1 does not help performance as threads are already
under-saturated: the system is latency-bound rather than
compute bound due to the protocol’s sequential processing
of consensus invocations. Opbft-ea protocol attains up to
6% higher throughput (and lower latency) than Pbft-EA as it
supports parallel consensus invocations but bottlenecks on
trusted counter accesses at replicas. Specifically, the replica’s
worker thread has to sign the outgoing message, and per-
form two verifications on each received message: (i)MAC of
the received message, and (ii) DS of the attestation from the
trusted component. MinBFT and MinZZ achieve up to 47%
and 68% higher throughputs than Pbft-EA respectively, as

they reduce the number of phases necessary to commit an
operation (from three to two for MinBFT, and from three to
one in the failure-free case forMinZZ). Interestingly, Pbft
yields better throughput than all trust-bft protocols. The
combination of parallel consensus invocations and lack of
overhead stemming from the use of trusted counters drives
this surprising result. Our Flexi-BFT and Flexi-ZZ proto-
cols instead achieve up to 22% and 58% higher throughput
than Pbft, (and up to 87% and 77% higher throughput over
MinBFT andMinZZ). This performance improvement stems
from reducing the number of phases, accessing a trusted
counter once per transaction, and permitting parallel con-
sensus invocations. Note that supporting parallel consensus
is key to these performance gains. Without this parallelism,
our FlexiTrust protocols perform worse than their trust-
bft counterparts (oFlexi-BFT yields 33% less throughput
than MinZZ) as the primary needs to sequentially attest an
additional 𝑓 messages.
10.5 Scalability. Figures 6(ii) and 6(iii) summarize the

protocols’ scaling behavior as the number of replicas in-
creases from f = 4 to f = 32. As expected, an increased repli-
cation factor leads to a proportional increase in the number
of messages that are propagated and verified. This increased
cost leads to a significant drop in the latency and throughput
of all protocols: going from f = 4 to f = 8 causes Pbft, Flexi-
BFT, and Flexi-ZZ’s performance to drop 3.89×, 2.48×, and
2.54× respectively.MinBFT, andMinZZ’s throughput also
drops by a factor of 2.66× and 2.67×. This performance drop
is larger for bft and FlexiTrust protocols than for trust-
bft protocols as replicas are never fully saturated due to
sequential consensus invocations.
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Figure 7. Impact of failure of one non-primary replica.

Access cost (in ms) Flexi-ZZ MinZZ MinBFT
1.0 87 k 49 k 39 k
1.5 67 k 48 k 37 k
2.0 50 k 47 k 35 k
2.5 40 k 40 k 34 k
3.0 34 k 33 k 32 k
10 10 k 10 k 10 k
30 3 k 3 k 3 k
100 993 959 994
200 494 479 496

Figure 8. Peak throughput (in transactions per second) on
varying the time taken to access a trusted counter while
running consensus among 97 replicas.

10.6 Batching. Figures 6(iv) and 6(v) quantify the impact
of batching client requests as we increase the batch size from
10 to 5 k. As expected, the throughput of all protocols in-
creases as batch sizes increase until communication becomes
a bottleneck.

10.7 Wide-area replication. For this experiment (Fig-
ures 6(vi) and 6(vii)), we distribute the replicas across five
countries in six regions: San Jose, Ashburn, Sydney, Sao
Paulo, Montreal, and Marseille, and use the regions in this
order. We set f = 20; n = 41 and n = 61 replicas for 2f + 1
and 3f + 1 protocols, respectively.1 To observe the gradual
change in performance, on increasing the number of regions,
for all protocols, we place the leader in San Jose.
Latency and throughput remain mostly constant as the

number of regions increases. We attribute this phenomena
to the following reason. Each replica needs to wait for only
a quorum of messages, f + 1 (21) or 2f + 1 (41), before it
can transit to the next phase. These systems thus need to
wait only for responses of North American replicas (San Jose,
Ashburn, Montreal), which are connected by links that pro-
vide high bandwdith and low round-trip costs. The increase
in latency or decrease in throughput is thus comparatively
small. Importantly, the visible changes are within the margin
of error bounds as they are averaged over multiple runs.

10.8 Single Replica Failure. Next, we consider the im-
pact of failures on our protocols (Figure 7). Unlike MinZZ
and Zyzzyva, our Flexi-ZZ protocol’s performance does not
degrade as it can handle up to f non-primary replica failures

1As the LCM of numbers in the range [1, 6] is 60, so we set 3f + 1 = 61,
which yields f = 20.

Replicas (in f ) Flexi-ZZ MinZZ
4 15813 12431
8 7570 5329
16 2462 2038
24 1341 1002
32 834 640

Figure 9. Throughput-per-machine: total system through-
put/(number of replicas)

on the fast path. In contrast, both MinZZ and Zyzzyva re-
quire their clients to receive responses from all replicas; in
order to commit in a single round-trip.

10.9 Real-World Adoption

This paper’s objective is to highlight current limitations
of existing trust-bft approaches, be it hardware-related or
algorithmic. Trusted hardware, however, is changing rapidly.
Current SGX enclaves are subject to rollback attacks, but
newer enclaves (Keystone, Nitro) may not be. Similarly, ac-
cessing current SGX persistent counters or TPMs currently
takes between 80ms to 200ms for TPMs and between 30ms
to 187ms for SGX [51, 58, 68]. New technology is rapidly
bringing this cost down; counters like ADAM-CS [57] re-
quires less than 10ms.
Our final experiment aims to investigate the current per-

formance of trust-bft protocols on both present and future
trusted hardware. Our previous results were obtained us-
ing counters inside of SGX enclave as hardware providing
access to SGX persistent counters and TMPs are not read-
ily available on cloud providers. In our experiments so far,
all trust-bft and FlexiTrust protocols were subject to
rollback attacks. In this experiment, we gage the impact of
throughput and latency as we increase the time to access the
trusted counter (Figure 8) on Flexi-ZZ,MinBFT andMinZZ
protocols. We run this experiment on 97 replicas, and high-
light that, for this setup Pbft yields 40 ktxn/s. We find that
Flexi-ZZ outperforms all protocols as long as the latency is
less than 2.5ms. Beyond this value, a single access to trusted
hardware becomes the bottleneck; causing all protocols’ per-
formance to degrade to similar values (eg. at 10ms, 10 k can
be directly obtained by batch size × 1 s / 10ms). This re-
sult highlights a path whereby, as trusted hardware matures,
trust-bft protocols will become an appealing alternative
to standard bft approaches.
10.10 Throughput-Per-Machine. trust-bft protocols

seek to reduce the hardware necessary to deploy bft consen-
sus; additional replicas increase operational complexity and
resource costs. In fact, the high costs of accessing trusted
hardware for every message combined with the lack of par-
allelism that results from a 2f + 1 replication factor decreases
overall system throughput. We find that reverting to 3f + 1
actually increases the throughput-per-machine performance
of the system (for the reasons outlined above). Per machine,
3f +1 FlexiTrust protocol achieve higher throughput than a
2f + 1 trust-bft protocol (up to 30%, as shown in Figure 9).
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11 Related Work

There is long line of research on designing efficient bft
protocols [1, 8, 10, 11, 15, 31, 35, 37, 38, 47, 48, 64, 72, 81, 87,
90] and bft-based blockchain applications [5, 6, 16, 18, 19, 34,
44, 55, 61, 63, 88, 89]. As stated, trust-bft protocols prevent
replicas from equivocating, reducing the replication factor
or the number of phases necessary to achieve safety. We
summarized Pbft-EA in Section 4 and now describe other
trust-bft protocols.

CheapBFT [46] uses trusted counters and optimizes for the
failure-free case by reducing the amount of active replication
to f + 1. When a failure occurs, however, CheapBFT requires
that all 2f + 1 replicas participate in consensus. The protocol
has the same number of phases as MinBFT; as higlighted in
Sections 5 and 7, the protocol is inherently sequential and
may not be responsive to clients.
Hybster [13] is a meta-protocol that takes as an input

an existing trust-bft protocol (such as Pbft-EA, MinBFT,
etc.) and requires each of the n replicas to act as parallel
primaries; a common deterministic execution frameworkwill
consume these local consensus logs to execute transactions
in order. While multiple primaries improve concurrency,
each primary locally invokes consensus in-sequence; each
sub-log locally inherits the limitations of existing trust-bft
protocols. There continues to be an artificial upper-bound on
the amount of parallelism supported in the system. Moreover,
recent work shows that designingmultiple primary protocols
is hard as f of these primaries can be byzantine and can
collude to prevent liveness [37, 80].
Streamlined protocols like HotStuff-M [86] and Damy-

sus [28] follow the design of HotStuff [87]. They linearize
communication by splitting the all-to-all communication
phases (Prepare and Commit) into two linear phases. These
systems additionally rotate the primary after each transac-
tion, requiring f + 1 replicas to send their last committed
message to the next primary. The next primary then selects
the committed message with the highest view number as the
baseline for proposing the next transaction for consensus.
HotStuff-M makes use of trusted logs; Damysus requires
its replicas to have trusted components that provide support
for both logs and counters. Specifically, Damysus requires
two types of trusted components at each replica, an accumu-
lator and a checker. The primary leverages the accumulator
to process incoming messages and create a certificate sum-
marizing the last round of consensus. Each replica instead
accesses the checker to generate sequence numbers using a
monotonic counter and logs information about previously
agreed transactions. These protocols once again suffer from
a potential lack of responsiveness; their streamlined nature
precludes opportunities to support any concurrency [38, 65].
Microsoft’s CCF framework uses Intel SGX to support

building confidential and verifiable services [73, 78]. CCF
provides a framework that helps to generate an audit trail

for each request. To do so, they log each request and have it
attested by the trusted components. CCF provides flexibility
of deploying any consensus protocol.
In the specific case of blockchain systems, Teechain [53]

designs a two-layer payment network with the help of SGX.
Teechain designates trusted components as treasuries and
only allows them to manage user funds. Teechain permits
a subset of treasuries to be compromised, and it handles
such attacks by requiring each fund to be managed by a
group of treasuries. Ekiden [20] executes smart contracts
directly in the trusted component for better privacy and
performance. Avoine et al. [12] provide a good theoretical
treatment of fair-exchange problem using trusted hardware.
Aguilera et al. [3, 4] reduce the replication factor from 3f + 1
to 2f + 1, without relying on trusted hardware, with the help
of disaggregated memory. They assume that each memory
block permits only one writer and multiple readers.

12 Conclusion

In this paper, we identified three challenges with the de-
sign of existing trust-bft protocols: (i) they have limited
responsiveness, (ii) they suffer from safety violations in the
presence of rollback attacks, and (iii) their sequential nature
artificially bounds throughput. We argue that returning to
3f + 1 is the key to fulfilling the potential of trusted compo-
nents in bft. Our suite of protocols, FlexiTrust, supports
parallel consensus instances, makes minimal use of trusted
components, and reduces the number of phases necessary to
safely commit operations while also simplifying notoriously
complex mechanisms like view-changes. In our experiments,
FlexiTrust protocols outperform their bft and trust-bft
counterparts by 100% and 185% respectively.
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A Artifact Appendix

This paper argues that existing trust-bft protocols have tar-
geted the wrong metric: while reducing the replication factor
to 2f + 1 may seem appealing from a resource efficiency or
management overhead standpoint, it, paradoxically, comes
at a significant performance cost. Nonetheless, trusted com-
ponents can still bring huge benefits to bft consensus when
they use 3f + 1 replicas. We propose a novel suite of consen-
sus algorithms (Flexible Trusted bft (FlexiTrust)), which
address the aforementioned limitations. These protocols are
always responsive and achieve high throughput as they (1)
make minimal use of trusted components (once per client
operation and at the primary replica only), and (2) support
parallel consensus invocations. Both these properties are
made possible by the ability to use large quorums (of size
2f + 1) when using 3f + 1 replicas.

Our techniques can be used to convert any trust-bft pro-
tocol into a FlexiTrust protocol. We provide as examples
two such conversions: Flexi-BFT and Flexi-ZZ, two proto-
cols based on MinBFT [83] and Zyzzyva [48], respectively.
We evaluate our FlexiTrust variants against five proto-

cols: three trust-bft and two bft systems. For fair eval-
uation, we implement these protocols on the open-source
ResilientDB fabric [38]. Our evaluation on a real-world
setup of 97 replicas and up to 80 k clients shows that our
FlexiTrust protocols achieve up to 185% and 100% more
throughput than their trust-bft and bft counterparts, re-
spectively. Further, we show that our FlexiTrust protocols
continue outperforming these protocols even when replicas
are distributed across six locations in four continents.

A.1 Abstract

The aim of this artifact is to demonstrate the performance of
our FlexiTrust protocols and evaluate them against their
bft and trust-bft counterparts. This artifact will help to

prove two of our key claims: (1) Existing trust-bft proto-
cols, despite needing only 2f+1 replicas, yield lower through-
puts and higher latencies than their bft counterparts. (2)
The use of trusted components, such as Intel SGX, can help
to design efficient versions of existing bft protocols.

As described in the paper, we provide access to two proto-
cols from our suite of FlexiTrust protocols: Flexi-BFT and
Flexi-ZZ. We evaluate these protocols against six other pro-
tocols: Pbft [15], Zyzzyva [48], Pbft-EA [21],MinBFT [83],
MinZZ [83], and Opbft-ea, a variation of Pbft-EA we de-
velop that supports parallel consensus invocations.

A.2 Description & Requirements

To recreate the same experimental setup as used in the pa-
per, we provide access to necessary binaries, scripts, and
the complete codebase. This has been open-sourced at https:
//doi.org/10.5281/zenodo.7734495, and is freely available for
anyone to access or download. In the git repository, we pro-
vide a README file that includes step-by-step instructions
to install and run the experiments.
Note. As we ran all our experiments on Oracle Cloud

Infrastructure (OCI), to facilitate artifact evaluation, we also
provide two images, which reviewers can use if they have
access to OCI. These images reduce the installation and setup
time to zero as we have pre-built all the dependencies and
all the scripts are pre-loaded. The steps to use these images
are provided in the README.

A.2.1 How to access. To access to artifact, please fol-
low the following open-sourced link: https://doi.org/10.5281/
zenodo.7734495.

A.2.2 Hardware dependencies. None.

A.2.3 Software dependencies. Following software de-
pendencies need to be installed prior to running any exper-
iment: (1) Intel SGX, (2) Boost, (3) Crypto++, (4) Jemalloc,
(5) NNG, and (6) SQLite. Steps to download and install, Intel
SGX dependencies are provided in the README. For other
dependencies, we have packaged them into a folder deps
and they need to be simply untarred.

A.2.4 Benchmarks. None.

A.3 Set-up

Please follow the steps stated in the README file.

A.4 Evaluation workflow

In our paper, we run a variety of experiments that help to
gauge the performance of our FlexiTrust protocols against
existing trust-bft and bft protocols.

A.4.1 Major Claims. Following are the major claims of
our paper:
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• (C1): How do our FlexiTrust protocol perform and scale?
In our paper, we run a series of experiments to illus-
trate that our FlexiTrust protocols outperform ex-
isting trust-bft and bft protocols. We do this in
Sections 9.4 to 9.5. For example, Figures 6(i) shows
that our Flexi-BFT and Flexi-ZZ protocols instead
achieve up to 22% and 58% higher throughput than
Pbft, (and up to 87% and 77% higher throughput over
MinBFT and MinZZ).

• (C2): What is the impact of failures? The aim of this
experiment is to illustrate that despite failures, our
trust-bft and bft protocols continue yielding high
throughput and low latencies under a single failure,
while protocols like MinZZ and Zyzzyva observe a
drop in their throughputs. We illustrate this in Section
9.8 of the paper.

A.4.2 Experiments. To certify our claims, the reviewers
can run experiments that help to re-plot graphs in Figures
6(i) to (iii) and Figure 7. Each figure would require around
3.5–4 hours for setup, compile, and deployment, while it
would require 2.5-3 hours to execute. We provide in the repo
explicit configuration parameters for each protocol. Further,
we have provided a directory that lists down configuration
parameters to run each experiment.

A.5 General Notes

While running experiments for the paper, we averaged runs
over at least three runs. We have often observed that in large-
scale deployments, like ours where there can be up to 60
replicas, the results vary over runs. Hence, we had to tune
up different parameters to find the peak throughput in each
case. We would be happy to answer any queries regarding
this artifact evaluation phase.
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